Parallel Computer
Architecture

David E. Culler Jaswinder Pal Sinﬂ

wilh Ansop (supa




Contents

Foreword  x
Preface xxl

1 introduction 1

L1 Why Pamlid Architeciare 4
LLY  Applcaton Trends 6
1LY Techaolyy Trends 12
LY Arcliecisrs] Trends 14
LLe ilpm R
LLY Sommary 23
12 tmpunll‘aﬂhlmm bt ]
Commumecanon Archibeciuee 25
Lll Shared Address Space 18
L2} Musssge Passing 37
124 Comverpence 41
LL5 Dwin Farsllel Proceming 44
116 Ocher Paallel Arcchiteciares 47
L2.7 A Gmrtic Terallel Awhlisomes 0
L3 Fundamenisl Design lssues 51
131 Commumicstion Absraction 33
L3 Programming Modd Requiremenis 53

14 Concluding Remarks 63
1.5 Hissorical Beferenoes 60



Conterms

Parallel Programs 75

20 Parsllel Application Case Sadies 76
L1 Simmbsting Ocean Corvems 77
111 Simularing the Bvolution of Galowes 75
L) Vipslinng Complen Scrmes Using Ray Tracing 79
L14% Minirng Data lor Associstons  H0
L1 The Parallelization Process BL
LIl Sicps in the Process 81
111 Parallelizing Computation vorms Dats 20
113 Groads of the Parullebizanion Process 9]
LY  Panallekzmion of an Exsmple Program 92
231 The Eguaton Solver Kemel 92
131 Decompoiiion 93
133 Assignment 98
134 Ohearasan undei the Duia Parallel Mads]l o
135 Orhewration under the Shared Addres Space Model 101
138 Orbearuson under the Movsage Fassing Muded 108

14 Comcluding Remark= 116
1% Exprrises 10T

Programming for Performance 121

3.1 Partitioming ber Performanee 123
LT Ll Bl and wysel Wi Tome 133
311 Reducimg nherent Commumicasion 110
117 Neducing the Extra Work 135
114 Summary 136

31 Datm Accrss snd Commumication in o Multimesory System 137
321 A Muloprocesoras an Extended Memary Hermschy 138
111 Ansdscnssd Communicaion in the Exuended Memory Hierachy 139
313 Arslscissl Communicason and Replication: The Werking Sei

Perspeetve 140

3.3 Ovchestration for Performasce 142
130 Reduciag Arilicheal Compapication 142
132 Strectering Commisication 1o Rednce Cost 150

14 Performance Faciors frem the Processors Popectors 156

35 The Paraliel Application Case Studics: An ln-Depik Look 160
151 Oomn 161
151 RamesHur 166
153 Raywrse |74
334 DusMineg LTS




37
A8

4l

43

4.3

44

4.5
4.6

il

Consemts wilbl

hﬂ.luu-hf-p-lﬂnﬂ.l 182

el Neming

162 l.#n- 184

163 Overhesld pndd Granularsy of Communicasion 166
A4 Plack Dua Tramaler 187

165 Synchronizarion 158

166 Hasdwere Cos s Desygn Complexiny 188
16T Pedformance Model 189

j68 Summary 1B9

Conchuding Remarks 190
Eaerosses 191

Workload-Driven Evaluation 199

Scaling Workloads and Machines 202

411 Hasic Memswies of Multiproorsor Performanee 302

4.1.2 Why Worry about Scsling? 104

413 Key hawes in Saling 200

414 Sealing Models and Spesdup Messares 107

413 mpact of Scaling Models on the Equation Solver Kermel 211
416 Soabng Worklos) Peramesers 210
Fralusting o Real Machine 113

421 Pedormance Isclanion Usng Macrobenchmardks 215

411 Chovsing Workioads 116

413 Evaluanng s Fined-Sice Maching 221

414 Varying Machine Siae 226

4135 Chousisg Perfemance Metricn 128

Evabuating am Architecrural Ides o1 Trade-oll 131

431 Mubiprocesor Smulstion 13

132 Hﬂhmhﬂmdhﬁnﬂmmmh Fl
433 Desling wiih the P Spwie Af Example B 138
$+14 Summaery 343

hestraring Workbosl Charscterizasion 243

440 Worklosd Case Sindies 144

447 Worklosd Charscesristics 233

Conchading Remarks 161
Fasrcises DAY

Shared Memory Multiprocessors 269

Cache Coherence 273
301 The Cache Coherence Preblem 173
511 Cache Cobeorance through Dos Smocpiay 177



Caneenrs

51 Memory Comsisiency 183

501 Sequential Consimency IS

%22 Saificiers Comditions for Prescrving Scquenial Consistency 269
50 Desigm Space lor Smooping Predocels 291

531 A Theee-Sate (M5} Wiite-Back Imvadicetion Prowesal 200

532 A Fow-Stte (MES! Wrike-Back Invaliceson Prosecol 299

333 A Posr-Sose (Dragon) Wiike-Rack Updae Proocsl 300
34 Assrssing Prstocel Design Tosde-offs 309

141 Methodolgy 306

343 Bandwidih Requirement urder the MES] Prosocal 307

343 impart of Prowsool Opsionbmstioss 311

544 Trade-Offs in Cache Block Size 313

54% Updae lased versas lovalsdslion - Based Protocals 129
33 Syschrenisation VM

551 Components of o Snchromeation Event 333

552 Roleol the User and System 336

137 Mutssl Esclusion 337

334 Polnkio-Foint Fvent Smcheonizstion 352

353 Globad (Remier) Event Synahruslzsien 333

338 Synchonimsten Summary 358
56 Implicastions lor Sofreare 130
17 Coscluding Remarks 366

38 Emercises 36T

Snoop-Based Multiprocessor Design 377

&1 Corectaess Regaiomens  T7TH
63 Bese Design Singhe-Level Caches with an Atomic Bes 380
621 Cache Comroller snd Tag Design 381
611 Reporting Snoop Resuls 382
.13 Dealing with Wrile Backs 34
624 Besr Orgamizanon 363
613 Nonstomic Sute Tansitiors 385
626 Serialization M08
627 Deadlock M0
18 Lvolock end Smirvation 390
6.29 implementing Atomic Openstions 391
63  Muoltlevel Cache Higrarchies 393
631 Malnminng Inclusen 384
.12 Propageting Tramsscticons for Coherence m the Hierachy 396
6.4  Sphit-Tomsaction Bus 398
641 An Example Spliv-Trammacrion Deaygn 400
add hhﬂ.rnﬂllw-h_ullruﬂ A



&7

LA

T2

3

643 Sacop Resuls snd Conficung Requestn  #01
644 Fow Control 404
645 Pahols Cache Mim  #04
646 Sevialization and Sequensial Consistency 406
647 Abermatlve Desgn Choses 409
648 Split-Transacton Bus with Multibevel Caches 410
648 Supporiing Multiple Outstanding Misses from s Processor 413
Cuser Samdies: SGI Challenge and Sen Enterprise 0000 413
651 SGI Pewerpath-2 Svetem Bua 417
6.31 5GI Processor snd Memory Sobsysiems 430
833 SGI U Swbwystemn 422
654 5l Challenge Memary Sysiem Perfoamance  $14
655 San Gigaplane Sysiem Bus 424
656 Sun Procesir sl Memory Sabsystemm 417
637 Sam VO Sebsysem 419
638 San Esterpries Memory Sysiom Performance 429
659 Application Pedformance 419
Cache Colerence 433
G0l Shared Coche Designs 494
6.6.1 Coherence for Vinually Indooed Cache 437
663  Translation Looksside Balfer Coberence 439
Bh4  Smoop-Rased Cache Coberenoe on Rings 441
665 Scaling Dazs and Smaop Bandwidsh in Bus-Baed Symems  +47
Concluding Bemarks 446
Enerases 446

Scalable Multiprocessors 453

Scalabiliy 456

TL1 Mendwidih Scaling 457

711 Lsency Sealing 460

T13 Cosi Sculing 481

T14 Physical Saling 443

T15F Scaling in s Cwrmeric Parslle] Architectnre  #67
lul:h‘hlfﬂuu'uﬂeh gL

7211 Primitve Network Transactions 470

T11 Shered Addors: Spage 47

T13 Messnge Pamsing 476

T24  Active Messages 481

125 E-.-mﬂ-h‘u L]

1.2 Communication Arhiicomne Dessgn Space 485
Physical DMA 486

T3l Medeto-Nerwork Imeriace 486

132 Implemeniing Communication Absiracrions 458



C omen

7.3

T

T

T8

Te

710
1l

LA
LI

By

B4

T3 A Coer Sincy: wlTUBEZ 488

T34 Typical LAN Inserfaces 490
Liser-Leve] Accesa 491

Tal Modeao-Network Interface 491

T42 Cane Siudy: Thinking Machines CM-3 497
TAS UserLevel Hamllen 494

Dedicated Message Processing 496

T51 Case Smidy Iniel Paragom 459

T3l CaseSiudy Meiko C5-1 303

Shared Physical Adderss Space 306

Thil Casr Sudy CRAY TID WA

TH21 CoseSmdy: CRAY TIE 311

763 Swmmary 513

Cluniers and Nerworks of Wirkstations 313
771 CoseSiudy- Myrine: SBUS Lamad 516
772 CaseStudy: PCI Memory Claanel 318
Implications or Farallel Sellware 521
TH1 Metwork Transsctbon Performance 322
THRI Shased Addres Space Operations 527
TEY Messagr-Passing Oyeratons 328
TR+ Appleaison-Level Perlonmance 311
Symchreniesion 738

T Algowichis For Locks 538

TR Algorihivs [oe Rarvers 342
Conchuling Remarks 348

Exercises 548

Directory-Based Cache Coherence 553

Scalable Cache Caberenee 138

Owerview of Directory-Based Approsches 559
B.L| Opesavion of a Simple Duectory Scheme 360
B2l Scaling 64

813 Alrernatives (or Orgenizing [hrectonies 365
A g L v Protocols snd Trade Olls 371
B3] Data Sharmg Patterss bor Directory Schemes 571
A1 Local wersus Remise Tralic 378

B1Y Cache Nlock Sae Fifecis 379

Tesign Challenges (e Directory Predncoks 579
Bél Perfformance 384

#8431 Cormcimess 380




Contevs  xvili

B3 Memory-Based Directory Protocols: The 5G1 Origin Sysiem 396
8.5.1 Cache Coherence Protocol 3507
B.3.21 Dealing with Correctness lssues 004
8.53 Deuwils of Directory Structare 608
H54 Protocol Extensions 610
B55 Overview of the Orgin2000 Hardware 612
8.56 Hub Implementation 614
8.5.7 Terformance Characierisiics 618
84 Cache-Based Direciory Protocols: The Sequent NUMA 622
#.6.1 Cache Coherence Protocol 624
§.6.2 Dealing with Correciness lssues 632
8.63 TProtocol Extensions 634
.64 Overview of NUMA-() Hardware 635
#.6.5 Protocol Interactions with SMP Node 637
#.6.0  10-Link lmplementanon 639
8.6.7 Perfommunce Characteristics 641
#.6.8 Comparison Case Study: The HAL 51 Multiprocessor - 643
BT Perlormance Parameters and Protocol Performance 643

RE  Synchronization 648
BB Pefformance of Synchronization Algorithms 649
f.B.2  Implementing Atomic Prmitives 651

B9  Implications for Parallel Sofiware 632

810 Advanced Topics 655
B.10.1 Reducing Directory Storage Overhead 633
B 102 Hicrarhical Coberence 850

811 Concluding Remarks 664

H.12  Exercises 671

HardwarefSoftware Trade-Offs  &79

91 Relaved Memory Consistency Models 681
9.1.1 The Syswem Specihcatlon 686
41,1 The Progammers Interface B
§.1.3 The Translation Mechanism G608
414 Conssiency Modeks m Beal Multiprocessaor Sysioms G495
91 Owercoming Capacity Limitations 70K
921 Tertiary Caches  T0O
.21  Coche-Only Memory Architectiures (COMAY 701
9.3 Reducing Harchware Cost - 705
931 Hardware Access Contrel with s Decoupled Assist 707
9.3.2  Access Contrel throwgh Code Instrumentation 707
33 Page-Bosed Access Control: Shared Virtual Memory 709
934 Access Contrel through Language and Compiler Support 721



il  Compemie

a4

05
9.6

2.7
9.8

10

1
10.2

10.3

104

10.5

o6

107

Pasting It All Together: A Taxonomy and Simple COMA 714
941 Puiting It All Together Simple COMA xnd Swache 726

Implications: for Parallel Software 719

Advanced Topics T30

26.1 Flexibility and Address Constrainis in CC-NUMA Systems 730
262 Implementing Relaxed Memory Consistency in Software 732
Concluding Remarks 739

Exercises 740

Interconnection Network Design 749

Basic Dehnitions 750

Basic Communication Performance 735
1021 Latency 755

13.2.2 Bandwidth 761

Organizational Struciure 764

1031 Links 764

L0.3.2 Switches Ta7

1333 Metwork Intetfaces TE8
Interconnection Topologics 768
10.4.1 Fully Connected Network 768
10.4.2 Linear Avrays amd Rings 760
L0.4.3 Muoltidimensional Meshes and Tori 760
1044 Trees 772

L0.45 Burterflies  Ti4

LOA46 Hypercuhes 778

Evaluating Design Trade-Oils in Mevwork Topology 779
10.5.1 Unloaded Laicncy T80

10.5.2 Latency under Load 785
Rowting 789

1061 Routing Mechsnizms  7HO
1062 Deterrmmisiic Roating, 700
10.6.3 Deadleck Freedom 791

L0644 Vinoal Channels 795

10.65 Up*-Down* Routing 706
10.6.6 Tum-Model Routlng 797
10.6.7 Aduptive Routing 799

Switch Design 801

10.7.1 Poris 802

10.7 2 Imernal Dagapath 802

10.7.3 Channel Bullers A0



108

jLiL)

1010

n

YN

113

L3

18

1074 Cuipur Schedwling 808
10.7.5 Smchod Dimenston Swiichen 810

Flow Comtrol 811

L0A1 Paralle! Compater Nerworks versus LANs and WiANs 811
1083 Link-Level Flow Compel 813

10ET End-te-End Flow Cantel 816

Case Studies  ALE

1081 CRAY TID Newwork 618

1093 WM SPLT 5P-1 Metwork B0

10,53 Sculable Coberent Interfare  H12

10,94 5GI Origis Metwork  H13

1025 Myricom Network B8

Concluding Bemarks  B27
Exercises  HIH

Latency Tolerance 831

Uwernew ol Latensy Tol Al
1L L1 Lateray Tolerance sl the Communication Pipelice 535
1L12 Appresches  ENT

11,13 Funclsme sial Bequsrements, Remefils, and Limmaions B0
lmhbwuiqkulh-'h—. T

11,21 Seruceure of Communicition

11,22 Bock Dats Transler 848

1127 Precommenicanion  #4H

11,24 Proceeding Past Commuonicarion in the Same Thioed 850
11,23 Multishresding H30

Latrmey Tolerance in o Shared Addreas Space 831

1131 Serucore of Communiciion 852
lﬂn—hﬂnnlmaﬁu.ﬁ-ﬂe B33

1181 Techniques and Mach

1142 Palicy leswes wnd Trade-Oifis ﬂ-‘.li

1143 Performance Bempfies 856
Froceedimg Fasd Long Latency Events  Bh

1151 Procceding Pass Wrikes  fidd

11-32 Procesding Pas Resds 868

11573 Senvmary BT
Procommumnicaion in o Sheed Adideess Spsce 87T

1161 Shared Address Space withost Caching of Shased Data 877
1162 Cache-Cobetent Shared Address Space 570

1163 Performance Benefin: 891

1164 Summary B9S




MX Comrrs

1LY Mulighresding in o Shaored Address Space 896
1171 Technigues and Mechaninms RO
1172 Peformance Benehis  B10
LT limplemenistion bsues for the Blocked Scheme Q14
11.7.4 Implemenistion basses for the Inrbeaved Scheme 917
11T Imegraiing Sulithreading wah Moltuple-Bsue Processos 920
1LE  Lockep-Free Cache Design 911
1L®  Comchuling Remarks 926
1118 Escrciaes 917

12 Future Directions 93%

121 TIrJI-ﬂl" ol Aschiteciyre 946
1111 Evelutonary Scemara 937
1112 Huring s Wall @40
12 1.3 Pobeniinl Breakthroughs 944
132 lfﬂmn-dmm 933
1121 Uvolulssnery Srenarsa 933
1122 Haring o Wall 260
1223 Poueninisl Beeakohroughs 361

Appendin: Parallel Benchmark Suites 963

A1 Scalspack 983
A2 TPC W63

AT SPLASH 965

A4 NAS Parallel Benchmarks 966
A5 PARKBENCH a7

Al Ouluer Omgoing Efforis 9o

References 963

Index 995



	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11

