
Grundlehren der 
mathematischen Wissenschaften 305 
A Series of Comprehensive Studies in Mathematics 

Editors 

M. Artin s. S. Chern J. Coates 1. M. Frohlich 
H. Hironaka F. Hirzebruch L. Hormander 
C. C. Moore J. K. Moser M. Nagata W. Schmidt 
D.S. Scott Ya.G. Sinai J. Tits M.Waldschmidt 
S.Watanabe 

Managing Editors 

M. Berger B. Eckmann S. R. S. Varadhan 



Jean-Baptiste Hiriart-Urruty 
Claude Lemarechal 

Convex Analysis 
and Minimization 
Algorithms I 
Fundamentals 

With 113 Figures 

Springer-Verlag Berlin Heidelberg GmbH 



Jean-Baptiste Hiriart-Urruty 

Departement de Mathematiques 
Universite Paul Sabatier 
118, route de Narbonne 
F-31062 Toulouse, France 

Claude Lemarechal 

INRIA, Rocquencourt 
Domaine de Voluceau 
B.P.105 
F-78153 Le Chesnay, France 

Second Corrected Printing 1996 

Llbrarv of Congress CatalogIng-In-PublIcatIon Data 

Hlriart-Urruty. Jean-Baptiste. 1949-
Convex analysis and minimlzation algorithms I Jean-Baptiste 

Hirlart-Urruty, Claude Lernarachal. 
p. cm. -- (Grundlehren der .athematlschen Wissenschaften 

305-306) 
"Second corrected prlnting"--T.p. verso. 
Includes bibliographical references (p. ) and index. 
Contents, 1. Fundamentals -- 2. Advanced theory and bundle 

methods. 

1. Convex functions. 2. Convex sets. I. Lemarechal, Claude, 
1944- II. Title. III. Serles. 
OA331.5.H57 1993b 
515'.8--dc20 96-31946 

CIP 

Mathematics Subject Classification (1991): 
26-01, 26B05, 52A41, 26A, 49K, 49M, 49-01, 93B60, 90C 

ISSN 0072-7830 

ISBN 978-3-642-08161-3 ISBN 978-3-662-02796-7 (eBook) 
DOl 10.1007/978-3-662-02796-7 

This work is subject to copyright. All rights are reserved, whether the whole or part 
of the material is concerned, specifically the rights of translation, reprinting, reuse of 
illustrations, recitation, broadcasting, reproduction on microfilm or in any other way, 
and storage in data banks. Duplication of this publication or parts thereof is permitted 
only under the provisions of the German Copyright Law of September 9, 1965, in its 
current version, and permission for use must always be obtained from Springer­
Verlag. Violations are liable for prosecution under the German Copyright Law. 

© Springer-Verlag Berlin Heidelberg 1993 
Originally published by Springer-Verlag Berlin Heidelberg New York in 1993. 
Softcover reprint of the hardcover 2nd edition 1993 

Typesetting: Editing and reformatting of the authors' input files using a Springer TEX 
macro package 
SPIN: 11326120 4113111-5432 Printed on acid-free paper 



Table of Contents Part I 

Introduction . . . . . . . . . . . . . . . . . 

I. Convex Functions of One Real Variable 

Basic Definitions and Examples . . . 
1.1 First Definitions of a Convex Function 
1.2 Inequalities with More Than Two Points 
1.3 Modem Definition of Convexity ... 

2 First Properties . . . . . . . . . . . . . . 
2.1 Stability Under Functional Operations 
2.2 Limits of Convex Functions . 
2.3 Behaviour at Infinity .. . . . . . . . 

3 Continuity Properties . . . . . . . . . . . 
3.1 Continuity on the Interior of the Domain 
3.2 Lower Semi-Continuity: Closed Convex Functions 
3.3 Properties of Closed Convex Functions .... . 

4 First-Order Differentiation ............ . 
4.1 One-Sided Differentiability of Convex Functions 
4.2 Basic Properties of Subderivatives 
4.3 Calculus Rules .............. . 

5 Second-Order Differentiation . . . . . . . . . . 
5.1 The Second Derivative of a Convex Function 
5.2 One-Sided Second Derivatives ...... . 
5.3 How to Recognize a Convex Function. . . . 

6 First Steps into the Theory of Conjugate Functions 
6.1 Basic Properties of the Conjugate. 
6.2 Differentiation of the Conjugate. 
6.3 Calculus Rules with Conjugacy . . 

II. Introduction to Optimization Algorithms 

1 Generalities . . . . . . . . . . . . . . 
1.1 The Problem .......... . 
1.2 General Structure of Optimization Schemes 
1.3 General Structure of Optimization Algorithms 

2 Defining the Direction. . . . . . . . . . . . . . . 

xv 

1 
2 
6 
8 

9 
9 

11 
14 

16 
16 
17 
19 

20 
21 
24 
27 

29 
30 
32 
33 

36 
38 
40 
43 

47 
47 
47 
50 
52 

54 



VI Table of Contents Part I 

2.1 Descent and Steepest-Descent Directions . 
2.2 First-Order Methods ..... 

- One Coordinate at a Time . . 
- Euclidean Steepest Descent . 

- General Normings. . . . . 

2.3 Newtonian Methods . . . . . . 

2.4 Conjugate-Gradient Methods . 

- Linear Conjugate-Gradient Method . 
- Nonlinear Extensions . . . . . . 

3 Line-Searches . . . . . . . . . . . . . 

3.1 General Structure of a Line-Search 
3.2 Designing the Test (0), (R), (L) 

3.3 The Wolfe Line-Search .. 

3.4 Updating the Trial Stepsize 

III. Convex Sets . . . . . . . . . . . 

1 Generalities . . . . . . . . . . 

1.1 Definition and First Examples . 
1.2 Convexity-Preserving Operations on Sets. 

1.3 Convex Combinations and Convex Hulls 
1.4 Closed Convex Sets and Hulls .. 

2 Convex Sets Attached to a Convex Set 
2.1 The Relative Interior . 
2.2 The Asymptotic Cone . 
2.3 Extreme Points . . . . 
2.4 Exposed Faces .... 

3 Projection onto Closed Convex Sets . 
3.1 The Projection Operator ..... 
3.2 Projection onto a Closed Convex Cone 

4 Separation and Applications. . . . . . . . 

4.1 Separation Between Convex Sets . . . 

4.2 First Consequences of the Separation Properties 

- Existence of Supporting Hyperplanes . . . 

- Outer Description of Closed Convex Sets . 

- Proof of Minkowski's Theorem . 

- Bipolar of a Convex Cone . . . . . 

4.3 The Lemma ofMinkowski-Farkas . 

5 Conical Approximations of Convex Sets 

5.1 Convenient Definitions of Tangent Cones . 

5.2 The Tangent and Normal Cones to a Convex Set 

5.3 Some Properties of Tangent and Normal Cones. 

54 
56 
56 
58 
58 
61 

65 
66 

68 

70 
71 
74 
77 
81 

87 

87 
87 
90 
94 
99 

102 
102 
108 
110 
113 

116 
116 
118 

121 

121 
124 

124 

126 

128 

128 
129 

132 

133 

136 

139 



Table of Contents Part I VII 

IV. Convex Functions of Several Variables ... 143 

Basic Definitions and Examples. . . . . . 143 
1.1 The Definitions ofa Convex Function. 143 
1.2 Special Convex Functions: Affinity and Closedness . 147 

- Linear and Affine Functions. 147 
- Closed Convex Sets . 148 
- Outer Construction . . . . . 150 

1.3 First Examples ........ 152 

2 Functional Operations Preserving Convexity 157 
2.1 Operations Preserving Closedness ... 158 
2.2 Dilations and Perspectives of a Function 160 
2.3 Infimal Convolution. . . . . . . . . . . 162 
2.4 Image of a Function Under a Linear Mapping. 166 
2.5 Convex Hull and Closed Convex Hull of a Function 169 

3 Local and Global Behaviour of a Convex Function 173 
3.1 Continuity Properties . . . . . . . . 173 
3.2 Behaviour at Infinity ........ 178 

4 First- and Second-Order Differentiation . 183 
4.1 Differentiable Convex Functions . . 183 
4.2 Nondifferentiable Convex Functions 188 
4.3 Second-Order Differentiation . . . . 190 

V. Sublinearity and Support Functions . 195 

1 Sublinear Functions . . . . . . . . 197 
1.1 Definitions and First Properties 197 
1.2 Some Examples . . . . . . . . 201 
1.3 The Convex Cone of All Closed Sublinear Functions 206 

2 The Support Function ofa Nonempty Set. 208 
2.1 Definitions, Interpretations 208 
2.2 Basic Properties. . . . . . . . . . . . 211 
2.3 Examples . . . . . . . . . . . . . . . 215 

3 The Isomorphism Between Closed Convex Sets 
and Closed Sublinear Functions . . . . . . . . 218 
3.1 The Fundamental Correspondence . . . . 218 
3.2 Example: Norms and Their Duals, Polarity 220 
3.3 Calculus with Support Functions . . . . . 225 
3.4 Example: Support Functions of Closed Convex Polyhedra 234 

VI. Subdifferentials of Finite Convex Functions . . . . . . 237 

The Subdifferential: Definitions and Interpretations. 238 
1.1 First Definition: Directional Derivatives. . . . . 238 
1.2 Second Definition: Minorization by Affine Functions . 241 
1.3 Geometric Constructions and Interpretations . . . . . 243 
1.4 A Constructive Approach to the Existence of a Subgradient 247 



VIII Table of Contents Part I 

2 Local Properties of the Subdifferential 
2.1 First-Order Developments . 
2.2 Minimality Conditions 
2.3 Mean-Value Theorems . . 

3 First Examples ....... . 

4 Calculus Rules with Subdifferentials 
4.1 Positive Combinations of Functions . 
4.2 Pre-Composition with an Affine Mapping. 
4.3 Post-Composition with an Increasing Convex Function 

of Several Variables . . . . . . . . . . . . . . 
4.4 Supremum of Convex Functions ...... . 
4.5 Image of a Function Under a Linear Mapping. 

5 Further Examples . . . . . . . . . . . . . . . 
5.1 Largest Eigenvalue of a Symmetric Matrix . . 
5.2 Nested Optimization ............ . 
5.3 Best Approximation of a Continuous Function 

on a Compact Interval. . . . . . . . . . . . . 

6 The Subdifferential as a Multifunction ..... . 
6.1 Monotonicity Properties of the Subdifferential 
6.2 Continuity Properties of the Subdifferential . 
6.3 Subdifferentials and Limits of Gradients 

VII. Constrained Convex Minimization Problems: 
Minimality Conditions, Elements of Duality Theory 

1 Abstract Minimality Conditions . . 
1.1 A Geometric Characterization. . . . . . . . . 
1.2 Conceptual Exact Penalty . . . . . . . . . . . 

2 Minimality Conditions Involving Constraints Explicitly . 
2.1 Expressing the Normal and Tangent Cones in Terms 

of the Constraint-Functions ..... 
2.2 Constraint Qualification Conditions . 
2.3 The Strong Slater Assumption ... 
2.4 Tackling the Minimization Problem 

with Its Data Directly . . . . . . . . 

3 Properties and Interpretations of the Multipliers . 
3.1 Multipliers as a Means to Eliminate Constraints: 

the Lagrange Function ............ . 
3.2 Multipliers and Exact Penalty ......... . 
3.3 Multipliers as Sensitivity Parameters with Respect 

to Perturbations . . . . . . . . . . . . . . . . 

4 Minimality Conditions and Saddle-Points . . . . . 
4.1 Saddle-Points: Definitions and First Properties 
4.2 Mini-Maximization Problems . 
4.3 An Existence Result. . . . . . . . . . . . . . 

249 
249 
253 
256 

258 

261 
261 
263 

264 
266 
272 

275 
275 
277 

278 
279 
280 
282 
284 

291 

292 
293 
298 
301 

303 
307 
311 

314 

317 

317 
320 

323 

327 
327 
330 
333 



Table of Contents Part I IX 

4.4 Saddle-Points of Lagrange Functions 336 
4.5 A First Step into Duality Theory . . 338 

VIII. Descent Theory for Convex Minimization: 
The Case of Complete Information .... 343 

1 Descent Directions and Steepest-Descent Schemes 343 
1.1 Basic Definitions . . . . . . . . . . . 343 
1.2 Solving the Direction-Finding Problem 347 
1.3 Some Particular Cases ....... 351 
1.4 Conclusion . . . . . . . . . . . . . . 355 

2 Illustration. The Finite Minimax Problem . 356 
2.1 The Steepest-Descent Method for Finite Minimax Problems 357 
2.2 Non-Convergence of the Steepest-Descent Method 363 
2.3 Connection with Nonlinear Programming. . . . . 366 

- Minimality Conditions ......... . . . . 367 
- Projected Gradients in Nonlinear Programming . 367 
- Projected Gradients and Steepest-Descent Directions . 369 

3 The Practical Value of Descent Schemes 371 
3.1 Large Minimax Problems. 371 
3.2 Infinite Minimax Problems . . . 373 
3.3 Smooth but Stiff Functions . . . 374 
3.4 The Steepest-Descent Trajectory 377 

- Continuous Time . . . . . . 378 
- Piecewise Affine Trajectories 380 

3.5 Conclusion . . . . . . . . . . 383 

Appendix: Notations ........... 385 

1 Some Facts About Optimization. . 385 
2 The Set of Extended Real Numbers 388 
3 Linear and Bilinear Algebra . . . . 390 
4 Differentiation in a Euclidean Space 393 
5 Set-Valued Analysis. . . . . . . . . 396 
6 A Bird's Eye View of Measure Theory and Integration 399 

Bibliographical Comments .......................... 401 

References .................................. 407 

Index ..................................... 415 



Table of Contents Part II 

Introduction . . . . . . . . . . . . . . . . . . 

IX. Inner Construction of the Subdifferential 

I The Elementary Mechanism. 

2 Convergence Properties . . 
2.1 Convergence ..... . 
2.2 Speed of Convergence . 

3 Putting the Mechanism in Perspective . 
3.1 Bundling as a Substitute for Steepest Descent. 
3.2 Bundling as an Emergency Device for Descent Methods 
3.3 Bundling as a Separation Algorithm 

X. Conjugacy in Convex Analysis .... 

The Convex Conjugate of a Function 
1.1 Definition and First Examples . 
1.2 Interpretations. . . . . . . . . . 
1.3 First Properties . . . . . . . . . 
1.4 Subdifferentials of Extended-Valued Functions 
1.5 Convexification and Subdifferentiability . . . 

2 Calculus Rules on the Conjugacy Operation. . . . 
2.1 Image of a Function Under a Linear Mapping. 
2.2 Pre-Composition with an Affine Mapping. 
2.3 Sum of Two Functions ........... . 
2.4 Infima and Suprema. . . . . . . . . . . . . . 
2.5 Post-Composition with an Increasing Convex Function . 
2.6 A Glimpse ofBiconjugate Calculus. 

3 Various Examples . . . . . . . . . . . . . . . . . . . . . . 
3.1 The Cramer Transformation .............. . 
3.2 Some Results on the Euclidean Distance to a Closed Set 
3.3 The Conjugate of Convex Partially Quadratic Functions 
3.4 Polyhedral Functions ....... . 

4 Differentiability of a Conjugate Function . . 
4.1 First-Order Differentiability. . . . . . . 
4.2 Towards Second-Order Differentiability . 

XV 

2 

9 
9 

15 

24 
24 
27 
29 

35 

37 
37 
40 
42 
47 
49 

54 
54 
56 
61 
65 
69 
71 

72 
72 
73 
75 
76 

79 
79 
82 



Table of Contents Part II XI 

XI. Approximate Subdifferentials of Convex Functions 91 

The Approximate Subdifferential . . . . . . . . 92 
1.1 Definition, First Properties and Examples . . 92 
1.2 Characterization via the Conjugate Function 95 
1.3 Some Useful Properties . . . . . . . . . . . 98 

2 The Approximate Directional Derivative .... 102 
2.1 The Support Function of the Approximate Subdifferential 102 
2.2 Properties of the Approximate Difference Quotient. 106 
2.3 Behaviour of If and Te as Functions of 8 . . . . 110 

3 Calculus Rules on the Approximate Subdifferential . 113 
3.1 Sum of Functions . . . . . . . . . . . . . 113 
3.2 Pre-Composition with an Affine Mapping. 116 
3.3 Image and Marginal Functions . . . 118 
3.4 A Study of the Infimal Convolution. . . . 119 
3.5 Maximum of Functions . . . . . . . . . . 123 
3.6 Post-Composition with an Increasing Convex Function. 125 

4 The Approximate Subdifferential as a Multifunction . . . . 127 
4.1 Continuity Properties of the Approximate Subdifferential . 127 
4.2 Transportation of Approximate Subgradients . . . . . . . 129 

XII. Abstract Duality for Practitioners . . . . . 137 

1 The Problem and the General Approach . 137 
1.1 The Rules of the Game 13 7 
1.2 Examples . . . . . . . . . . . . . . 141 

2 The Necessary Theory ......... 147 
2.1 Preliminary Results: The Dual Problem. 147 
2.2 First Properties of the Dual Problem .. 150 
2.3 Primal-Dual Optimality Characterizations 154 
2.4 Existence of Dual Solutions . 157 

3 Illustrations . . . . . . . . . . . 161 
3.1 The Minimax Point of View . 161 
3.2 Inequality Constraints. . . . 162 
3.3 Dualization of Linear Programs . 165 
3.4 Dualization of Quadratic Programs 166 
3.5 Steepest-Descent Directions 168 

4 Classical Dual Algorithms. . . . 170 
4.1 Subgradient Optimization . . 171 
4.2 The Cutting-Plane Algorithm 174 

5 Putting the Method in Perspective . 178 
5.1 The Primal Function ..... 178 
5.2 Augmented Lagrangians '" 181 
5.3 The Dualization Scheme in Various Situations 185 
5.4 Fenchel's Duality . . . . . . . . . . . . . . . 190 



XII Table of Contents Part II 

XIII. Methods of e-Descent ................... . 

Introduction. Identifying the Approximate Subdifferential 
1.1 The Problem and Its Solution 
1.2 The Line-Search Function. . . . . . . . . . . 
1.3 The Schematic Algorithm. . . . . . . . . . . 

2 A Direct Implementation: Algorithm of e-Descent 
2.1 Iterating the Line-Search . . . . . . . . . . . 
2.2 Stopping the Line-Search . . . . . . . . . . . 
2.3 The e-Descent Algorithm and Its Convergence 

3 Putting the Algorithm in Perspective .... 
3.1 A Pure Separation Form. . . . . . . . . 
3.2 A Totally Static Minimization Algorithm 

XIV. Dynamic Construction of Approximate Subdifferentials: 
Dual Form of Bundle Methods ..... . 

Introduction: The Bundle of Information . . 
1.1 Motivation .............. . 
1.2 Constructing the Bundle of Information . 

2 Computing the Direction . 
2.1 The Quadratic Program . . . . . . 
2.2 Minimality Conditions .. . . . . 
2.3 Directional Derivatives Estimates . 
2.4 The Role of the Cutting-Plane Function. 

3 The Implementable Algorithm ...... . 
3.1 Derivation of the Line-Search . . . . . . 
3.2 The Implementable Line-Search and Its Convergence. 
3.3 Derivation of the Descent Algorithm ....... . 
3.4 The Implementable Algorithm and Its Convergence 

4 Numerical Illustrations 
4.1 Typical Behaviour. . . . . . . . . . . . . . . . . 
4.2 The Role of e . . . . . . . . . . . . . . . . . . . 
4.3 A Variant with Infinite e : Conjugate Subgradients 
4.4 The Role of the Stopping Criterion 
4.5 The Role of Other Parameters. 
4.6 General Conclusions ...... . 

XV. Acceleration of the Cutting-Plane Algorithm: 
Primal Forms of Bundle Methods . . . . . . 

Accelerating the Cutting-Plane Algorithm . 
1.1 Instability of Cutting Planes. . . . . . 
1.2 Stabilizing Devices: Leading Principles . 
1.3 A Digression: Step-Control Strategies 

2 A Variety of Stabilized Algorithms . 
2.1 The Trust-Region Point of View '" 

195 

195 
195 
199 
203 

206 
206 
209 
212 

216 
216 
219 

223 

223 
223 
227 
233 
233 
236 
241 
244 

248 
248 
250 
254 
257 

263 
263 
266 
268 
269 
271 
273 

275 

275 
276 
279 
283 

285 
286 



Table of Contents Part II XIII 

2.2 The Penalization Point of View 289 
2.3 The Relaxation Point of View . 292 
2.4 A Possible Dual Point of View 295 
2.5 Conclusion . . . . . . . . . . 299 

3 A Class of Primal Bundle Algorithms. 301 
3.1 The General Method . . . . 301 
3.2 Convergence ......... 307 
3.3 Appropriate Stepsize Values . 314 

4 Bundle Methods as Regularizations 317 
4.1 Basic Properties of the Moreau-Yosida Regularization 317 
4.2 Minimizing the Moreau-Yosida Regularization 322 
4.3 Computing the Moreau-Yosida Regularization . . . . 326 

Bibliographical Comments .......................... 331 

References .................................. 337 

Index ..................................... 345 



Introduction 

During the French Revolution, the writer of a project oflaw on public instruction com­
plained: "Le defaut ou la disette de bons ouvrages elementaires a ete,jusqu'a present, 
un des plus grands obstacles qui s'opposaient au perfectionnement de l'instruction. 
La raison de cette disette, c'est que jusqu'a present les savants d'un merite eminent 
ont, presque toujours,pre/ere la gloire d'e/ever l'Mifice de la science a la peine d'en 
eclairer l'entree. l " Our main motivation here is precisely to "light the entrance" of 
the monument Convex Analysis and Minimization Algorithms. This is therefore not 
a reference book, to be kept on the shelf by an expert who already knows the build­
ing and can find his way through it; it is rather a book for the purpose of learning 
and teaching. We call above all on the intuition of the reader, and our approach is 
very gradual: several developments are made first in a simplified context, and then 
repeated in subsequent chapters at a more sophisticated level. Nevertheless, we keep 
constantly in mind the minimization problem suggested by A. Einstein: "Everything 
should be made as simple as possible, but not simpler". Indeed, the content is by no 
means elementary, and will be hard for a reader not possessing a firm mastery of basic 
mathematical skill. 

As suggested by the title, two distinct parts are involved. One, convex analysis, 
can be considered as an academic discipline, of a high pedagogical content, and is 
potentially useful to many. Minimization algorithms, on the other hand, form a much 
narrower subject, definitely concerning applications of mathematics, and to some 
extent the exclusive domain of a few specialists. Besides, we restrict ourselves to what 
is called nonsmooth optimization, and even more specifically to the so-called bundle 
algorithms. These form an important application of convex analysis, and here lies an 
incentive to write the present bi-disciplinary book. The theory is thus illustrated with 
a typical field of applications, and in return, the necessary mathematical background 
is thus accessible to a reader more interested by the algorithmic part. This has some 
consequences for the expository style: for the theoretical part, the pedagogy is based 
on geometric visualization of the mathematical concepts; as for minimization, only 
a vague knowledge of computers and numerical algorithms is assumed of the reader, 
which implies a rather pedestrian pace here and there. 

I "The lack or scarcity of good, elementary books has been, until now, one of the greatest obstacles 
in the way of better instruction. The reason for this scarcity is that, until now, scholars of great merit 
have almost always preferred the glory of constructing the monument of science over the effort of 
lighting its entrance." D. Guedj: La Revolution des Savants, Decouvertes, Gallimard Sciences (\988) 
130- 13\. 
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This dichotomous aspect emerges already in the first two chapters, which make 
a quick guided tour of their respective fields. Many a reader might be content with 
Chap. I, in which most concepts are exposed (extended-valued functions, subdifferen­
tiability, conjugacy) in the simplest setting of univariate functions. As for Chap. II, it 
can be skipped by a reader familiar with classical minimization algorithms: its aim is 
to outline the general principles which, in our opinion, nonsmooth optimization must 
start from, and such a reader knows these principles. 

Chapters III to VI are the instructional backbone of the work. Entirely devoted 
to convex analysis, they contain the basic theory, and geometric intuition is involved 
more than anywhere else. Chapter VII does the same thing for basic optimization 
theory. 

Finally the last chapter of the present first part (Chap. VIII) lays down the neces­
sary theory to develop algorithms minimizing convex functions. This chapter follows 
the general principles of Chap. II and serves as an illustration of basic convex anal­
ysis. On the other hand, its material is essential for a comprehension of the actual 
algorithms for convex (nonsmooth) optimization, to be studied in the second part. 

Each chapter is presented as a "lesson", in the sense of our old masters, treat­
ing of a given subject in its entirety. We could not completely avoid references to 
other chapters; but for many of them, the motivation is to suggest an intellectual link 
between apparently independent concepts, rather than a technical need for previous 
results. More than a tree, our approach evokes a spiral, made up ofloosely interrelated 
elements. 

Formally, many sections are written in smaller characters; these are not reserved 
to advanced material. Actually, these sections often help the reader, with illustrative 
examples, side remarks helping to understand a delicate point, or preparing some 
material to come in a subsequent chapter. Roughly speaking, they can be compared to 
footnotes, used to avoid interrupting the flow of the development; it can be helpful to 
skip them during a deeper reading, with pencil and paper. There are no formally stated 
exercises; but these sections in smaller characters, precisely, can often be considered 
as such exercises, useful to keep the reader awake. 

The numbering restarts at I in each chapter, and chapter numbers are dropped in 
a cross-reference to an equation or theorem from within the same chapter. A reference 
of the type A.n refers to Appendix A, which recalls some theoretical background. 

We thank all those, including the referees, who contributed the improvement of 
the manuscript by their remarks, criticisms or suggestions. Mistakes? there still must 
be some, of course: we just hope that they are no longer capital, and that readers will 
be able to detect and correct them painlessly. 

Among those who helped us most, we would like to thank particularly Th. Dussaut, 
1.e. Gilbert, K.e. Kiwiel, S. Maurin, 1.-1. Moreau, AS. Nemirovskij, M.-R. Philippe, 
C.A Sagastizeibal, A Seeger, S. Shiraishi, M. Valadier and, last but not least, the 
editorial and production staff of Springer-Verlag, who did a remarkably professional 
job. The manuscript was written on an Apple Mac+, using Microsoft Word, and 
CricketDraw for the pictures. It was converted into TeX with the help of "rtf2TeX", a 
program written by R. Lupton at Princeton University. The final typeset version was 



Introduction XVII 

produced using the MathTime fonts by M. Spivak, distributed by the TeXplorators 
Corp. The role of OzTeX was decisive in this, and we gratefully acknowledge the 
technical help of W Carlip and A. Trevorrow. Thanks and apologies are also due to 
Therese, Lydie, Sebastien, Aur61ien, who had to endure our bad mood during seven 
years of wrestling with mathematics, computers and the English language. 

Toulouse, April 1993 I-B. Hiriart-Urruty, C. LemarechaL 

Note about this revised printing. Most corrections are minor; they concern mis­
prints and other typographical details, or also informal developments. Besides, some 
bibliographical items have been updated and the index has been enriched. 

Paris, January 1996 


